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SUMMARY

Two problems are frequently faced in the application of Artificial Intel-

ligence~AI techniques to Computer-Assisted Medical Diagnosis (CAMD):

(a) inability to use different techniques within the same CAMD system, and
(b) difficulty of sharing data between the CAMD and the patient data base.
Modules that use Bayesian computations to estimate the likelihood of

certain diagnoses, for example, are kept separate from modules that use a
Rule or a Neural Network Model based approach. Over the past several
years, the U.S. Navy has funded development of a number of CAMD modules,
however, the modules are not uniform with respect to the process used to

arrive at the diagnosis. For example, the Abdominal and Chest Pain modules
use a Bayesian approach, while the Opthalmology module uses a Rule Based
approach. In the current effort, MUMPS is used to develop an integrated,

easily expandable CAMD system capable of executing virtually any AI

technique (Bayesian, Rule Based, Neural Network Model based, etc.). At the

same time, MUMPS is used to create an integrated medical/diagnostic

encounter data base. f/
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IMJIPS-BASED INTEGRATION OF DISARATE CMPUTER-ASSISTm

MEDICAL DIAGNOSIS MODLES

Introduction

The absence of medical doctors in the medical departments of many U.S.

Navy ships requires the medical services to be rendered by hospital

corpsmen. To assist the corpsmen, the U.S. Navy has initiated a program to

provide them Computer Assisted Medical Diagnosis (CAMD). This effort has

Lesulted in the development of a number of modules: Abdominal Pain, Chest

Pain, Dental Pain, Psychiatric, and Ophthalmology. The final system will

allow corpsmen in isolated environments (submarines, surface ships, or

isolated bases) to arrive at a differential diagnosis or manage an injury,

i.e., decide whether a disease or injury warrants evacuation and determine

what preliminary care can be given to the patient during the preparation

for evacuation.

The development of CAMD modules has traditionally followed one of two

paths: Bayesian or Expert System. In a Bayesian CAMD module, the prior

probabilities of the diseases to be diagnosed and the conditional prob-

abilities of symptoms are used to arrive at the diagnoses, given the signs

and symptoms reported by the patient (1, 6, 8, 9, 10]. In an Expert (or

Rule Based) System, logical steps are used to identify the most probable

disease(s) for the patient, i.e., If-Then rules are combined to arrive at

a logical ordering of the possible diagnoses given the signs and symptoms

[3, 4, 5, 7].

More recently, a third approach, the Neural Network Model, has been

used [12, 13, 14]. This approach involves the emulation of the inform-

ation processing by neurons. Undoubtedly, the number of techniques used

for CAMD development will continue to grow and this raises the issue of

integrating all the modules developed. For example, the modules developed

by the Navy use Baysian (Abdominal and Chest Pain modules) and Expert

System (Psychiatric and Ophthalmology modules) approaches to estimate the

likelihood of disease. The modules are also "stand alone". That is, they

lack a common data dictionary and have different user interfaces. The

result is a fragmented data base and the need for different training for
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the various modules since the user interface is not the same across

modules. This obviously creates a host of problems. From the perspective

of the user, any information about the patient entered for, say, the

Abdominal module, will not be available if the user accesses the other

modules. Therefore, overlapping areas (e.g., Abdominal and Chest Pain)

cannot be simultaneously compared. From the perspective of system

management, since there is no unified approach to development, new modules

cannot be easily integrated into an existing structure. Finally, the

modules do not use the same programming language, which requires expertise

in a number of areas for maintenance. This paper describes our approach to

the creation of an integrated system from the various "stand alone" modules

already developed. Because a multi-purpose "Shell" is at the heart of the

approach taken, the shell is described in detail and many potential uses

are highlighted.

A General "Shell" Solution

Over the past year a "shell" has been developed that is expected to

solve the problem of executing Bayesian, Neural Network or Rule based CAMDs

from one system. Figure 1 shows a schematic of the system we have

developed. As one can see from the figure, we have one central driver for

all systems (CAMD Main Driver), an integrated patient data base (Patient

File), and Baysian, Rule Based, and Neural Network model drivers.

A Data Base Management Approach (DBMS) was taken to resolve two issues

raised above (integration among systems and integration between systems and

patient data). Using the VA FileManager, a CAMD System File, shown in

Table 1, has been defined that contains the Data Dictionary for the modules

(Abdominal Pain, Chest Pain, etc.). A set of programs that implement the

Bayesian and Neural Net computations used to determine a diagnosis has also

been developed. The programs obtain instructions from the CAMD System file

and carry out the computations.
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Table 1. CAMD SYSTEM FILE

Files pointed to (arrows) from inside the CAMD System File are also shown

to give a more complete picture of the structure of the system.

.01 SYSTEM NAME (e.g., ABDOMINAL)

.02 SYSTEM TYPE (e.g., Bayesian)

1 BIAS (Neural Network'!

1.1 INTERMEDIATE LAYERS (Neural Network)

10 INPUTS (possible symptoms, multiple)
.01 Symptom

.02 Weight (Neural Network)

.03 A Priori Probability (Bayesian)

20 OUTPUTS (possible diseases, multiple)

.01 Disease

.02 A priori Probability (Bayesian)

30 LAYER (Neural Net, multiple)

.01 Layer Number (1, 2, etc.)

10 NODE (multiple)

.01 Node Number (1, 2, etc.)

.50 Weight Assigned (computed during training)

SYMPTOM FILE

.01 SYMPTOM NAME

.02 Subsystem (e.g., Abdominal)

DISEASE FILE

.01 DISEASE NAME

10 TREATMENT (Word Processing)

20 SIMILAR DISEASES
.01 Similar Disease

30 DISCRIMINATING SYMPTOMS

.01 Symptom
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Assume we wanted to incorporate a Bayesian CAMD module into our

"shell". The (simplified) procedural steps are as follows:

1. Obtain cases needed to compute the a priori probabilities of

diseases and symptoms.

2. Compute the weights associated with each symptom.

3. Extract the weights from the Bayesian system.

4. Enter the Bayesian weights into the "shell" (i.e., add the

symptoms and diseases, with associated a priori probabilities

into the System File).

5. Add the Bayesian module to the overall menu.

A Neural Network Model based CAMD can be incorporated via an entirely

analogous procedure (the system is designed to handle only back

propagation type networks with a sigmoidal activation function, [15, 16]):

1. Obtain cases needed to "train" the neural network.

2. Train the neural net until the weights stabilize.

3. Extract the weights from the neural net.

4. Enter the weights obtained from the neural net into the
"shell".

5. Add the Neural Network module to the overall menu.

The example in Table 2 clarifies the process. Assume that we have a CAMD

developed with a Neural Network Model with three inputs (symptoms), one

intermediate layer (with two nodes), and two possible outputs (diseases).

We would need the following file layout to simulate the (predictive)

behavior of the network within our "shell" (fields that are not shown are

assumed to contain nothing).
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Table 2. CAMD EXAMPLE

Field Name Contents

SYSTEM NAME EXAMPLE

SYSTEM TYPE Neural Net

BIAS .5

INTERMEDIATE LAYERS (NUMBER) 1

INPUT

Symptom 1

Weight Assigned -0.8

Symptom 2

Weight Assigned +0.3

Symptom 3

Weight Assigned +0.9

OUTPUT

DISEASE 1

DISEASE 2

LAYER

Layer Number 1

NODE

Node Number 1

Weight Assigned +0.5

Node Number 2

Weight Assigned -0.3
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A Rule Based system requires additional considerations. The objective

is to extract the rules from a Rule Based system, transfer them to the

CAMD shell, and combine them with the patient's symptoms to obtain the

likelihood of diseases. Therefore, a general procedure is being developed

to allow communication between the CAMD shell and any external Expert

System Shell (ESS) loaded with rules. The assumption made is that the ESS

can be called from the shell and can return answers (possible diagnoses)

in a standard format. That is, one should be able to pass data collected

within our environment (shell) to the ESS (either as an ASCII file or as a

MUMPS global), and obtain the diagnoses from the ESS (again, either as an

ASCII file or as a MUMPS global). Currently, the ESS used is RuleMan, a

MUMPS based application developed by the Veterans Administration [21.

Incorporation of a Rule Based CAMD requires the following specifi-

cations:

1. ASCII file or MUMPS global needed for input (to the ESS) and

output (from the ESS).

2. Format for each input (symptom) and output (diagnosis/disease).

For example, the ESS output may consist of an ASCII file where the most

likely diagnosis is stored in the first line of the file, the second most

likely in the second line, etc. Furthermore, each diagnosis may be

identified by a number, and the number may be stored in specific columns,

etc. Analogously, the ESS may require that the first symptom reported be

stored in the first line of an ASCII file.

Sumary of Steps Executed by the "Shell"

The "shell" described is currently under development (although portions

have been completed). The final product is expected to execute the

following steps:

1. Obtain information from available data bases [e.g., demographics

from the Shipboard Non-tactical ADP Program (SNAP) Automated

Medical System (SAMS), Composite Health Care System (CHCS), etc.]

and from the user (signs and symptoms).
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2. Pass the information obtained to either a program that computes the

"likelihood" of a number of diagnoses given the symptoms (e.g., the

program applies Bayesian, Neural Net, regression, etc. weights); or

the Inference Engine of an Expert System (where the rules for the

various diagnoses have been stored).

3. Obtain the "answers" from #2 above and display the possible

diagnoses to the user.

4. Loop back to #1 until the user is satisfied. That is, obtain

additional information from the user and re-compute the possible

diagnoses (re-run the programs) until the user indicates he/she

does not wish to continue the process (or selects a diagnosis).

5. Give, at the user's discretion, treatment recommendations for any

diagnoses that have been found to be a possibility, and the methods

by which the diagnosis was reached.

6. Store any relevant information into the patient file (e.g., the

date/time of the encounter between the user and the CAMD system,

all data/symptoms provided by the user or obtained from data bases,

all diagnoses inferred, treatment recommendations given, etc.).

Discussion

The integrated solution being pursued has many advantages. Since it is

a "shell" approach, it will greatly facilitate the incorporation of new

CAMDs into an overall CAMD system. Since it is a MUMPS solution,

interfaces with the many medical data bases within the Department of

Defense (DOD) and the Veterans Administration (VA) can be easily

developed. Integration between our CAMD "shell" and the VA or DoD medical

software is rather straightforward, at least as far as the strictly MUMPS

portions of the software are concerned (see below). In addition, since we

are creating a patient encounter data base, integration of our patient

data with other MUMPS medical data bases should be facilitated.
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The major shortcoming of the MUMPS solution is its possible lack of

transportability, which is counter to what one would expect, given that

transportability of software is an often touted feature of the MUMPS

language. The shortcoming is due to our need to use the ZCALL feature, the

only way to execute code written in other computer languages (expert

systems). Since the ZCALL is, unfortunazely, not yet one of the standard

features of MUMPS, we may have to develop separate ZCALL utilities for

each separate MUMPS implementation.
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